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**Nepali Text Part Of Speech Tagging Using Different Deep Learning Algorithms**
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**Abstract**

POS tagging is an essential and foundational task in numerous natural language processing (NLP) applications. Such as machines translation, text-to-speech conversion, question answering, speech recognition, word sense disambiguation and information retrieval, text summarization, Named entity recognition, sentiment analysis etc. POS tagging entails assigning the correct tag to each token in the corpus, considering its context and the language's syntax. An optimal part-of-speech tagger plays a crucial role in computational linguistics. Its importance cannot be emphasized enough because inaccuracies in tagging can greatly affect the performance of complex natural language processing systems. Developing an efficient POS tagger for morphologically rich languages like Nepali is a challenging task. . This research study will focus on evaluate the performance of different models and algorithms to find the optimal POS tagger. The models will be supervised deep learning models such as RNN, LSTM and BiLSTM. And mBERT. Because Deep Learning oriented methodologies improves the efficiency and effectiveness of POS tagging in terms of accuracy and reduction in false-positive rate. These models will be trained with the available tagged dataset and tested to compare the performance measures of each classification algorithm.

**Keywords**: POS Tagging, Nepali Text, Recurrent Neural Network, LSTM, BiLSTM, BERT
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**Chapter 1**

# **INTRODUCTION**

## **1.1 Background**

Natural Language Processing is a field of artificial intelligence that focuses on the interaction between computers and human language. NLP involves the development of algorithms and techniques to enable computers to understand, interpret, and generate human language in a way that is meaningful and useful.

In NLP, Part-of-Speech tagging is a fundamental task. It involves assigning POS tags (Noun, pronoun, verb, adjective, adverb, preposition etc.) to each word in a sentence of a natural language. The input for the algorithm consists of a sequence of words in a natural language sentence and a predefined set of POS tags. The output is the most suitable POS tag assigned to each word in the sentence. POS tagging provides valuable information about a word and its neighboring words, which proves beneficial for various advanced NLP tasks like speech and natural language processing applications, semantic analysis, machine translation, text-to-speech conversion, question answering, speech recognition, word sense disambiguation and information retrieval, text summarization, Named entity recognition and more.

Nepali is a morphologically rich language. One of the characteristics features of the Nepali language is its rich inflectional system, especially the verbal inflection system. A verb in Nepali can easily display more than 20 inflectional forms while encoding different morphological features, including aspect, mood, tense, gender, number, honorifics, and person.

In Nepali language same words can have different meanings. Without POS tagging both word will be treated as same word having same meaning. But by the means of POS tagging the word can be differentiated as two different words with different meaning. For example

![C:\Users\Computer\Desktop\Research Methodology.jpg](data:image/jpeg;base64,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)

Fig. 1.1: POS tagging example

Here, the word ‘लेख’ repeated twice in the sentence and have different meanings based on the position of the word. As a result of POS tagging, the sentence can be converted as:

राम <NN> राम्रो <JM> लेख <NN> लेख <VCM>

Each word of the sentence is assigned a part of speech. The first occurrence of the word लेख is tagged as noun whereas the second occurrence is tagged as the command form verb. By this process the words are marked as unique words and the ambiguity can be removed as the application utilizing the POS feature can identify the meaning of the first लेख as article whereas the second लेख as write.

## **1.2 Statement of Problems**

Nepali is morphologically rich language. Several POS tagging model for Nepali language have been done in the past, but satisfactory results have not been obtained. There is also a constraint in automatically tagging "Unknown" words with a high false positive rate. Rule based and statistical techniques do not show significant results as they do not take care of context and sequence. Very few implementations of deep learning approaches can be found in context of morphologically rich languages like Nepali. This research study will focus on evaluate the performance of different models and algorithms to find the optimal POS tagger. The models will be supervised deep learning models such as RNN, LSTM and BiLSTM. And pre-trained language model BERT. Because Deep Learning oriented methodologies improves the efficiency and effectiveness of POS tagging in terms of accuracy and reduction in false-positive rate. These models will be trained with the available tagged dataset and tested to compare the performance measures of each classification algorithm.

## **1.3 Objectives of the Study**

The best model depends on various factors, including the availability of training data,

Language, computational resources, and the specific requirements of the application. So, experiment with different models and compare their performance on the specific task or dataset to determine the most suitable model.

The main objective of this paper is:

* Train and compare between different deep learning algorithms such as RNN, LSTM, BiLSTM and mBERT for nepali text POS tagging.
* Find out which algorithm is best suited for the process of POS tagging for Nepali text.

## **1.4 Significance of Study**

The main significance of this research is to assign the correct tag to the word of text. Only correct assignment of the tag gives correct sense of the words. Which proves beneficial for various advanced NLP tasks like speech and natural language processing applications, semantic analysis, machine translation, text-to-speech conversion, question answering, speech recognition, word sense disambiguation and information retrieval, text summarization, Named entity recognition.

**Chapter 2**

# **LITERATURE REVIEW**

There are only few researches have been done in the field of POS tagging for Nepali language. Some of them used statistical model (HMM) for identifying the tags while some used supervised machine learning model and some used supervised deep learning model to train the model.

**Ingroj Shrestha, Shreeya Singh Dhakal (2021):**

This article applied three deep learning models: BiLSTM, BiGRU, and BiLSTM-CRF for fine-grain POS tagging for the Nepali language. It uses Nepali National Corpus (NNC). It has 17 million manually and semi-manually words tagged with 112 POS-tags. Results show that deep learning models could capture fine-grained morphological features like gender, person, number, and honorifics that are encoded within words in highly inflectional languages like Nepali with a large enough dataset. This study trained all the models using two embedding: pre-trained multi-lingual BERT and randomly initialized Bare embedding. It found that training a randomly initialized Bare embedding is better than the ones trained using large pre-trained multi-lingual BERT embedding for downstream tasks in Nepali like POS tagging. Among the tested models, the BiLSTM-CRF with the Bare embedding performed the best and achieved a new state-of-the-art F1 score of 98.51% for fine-grained Nepali POS tagging. This research contributes to the advancement of NLP techniques tailored specifically for the Nepali language.

**Sarbin Sayami, Tej Bahadur Shahi and Subarna Shakya (2019):**

This paper addresses the implementation and comparison of various deep learning-based POS taggers for Nepali text. The examined approaches include RNN, LSTM, GRU, and BiLSTM. These models are trained and evaluated using Nepali English parallel corpus annotated with 43 POS tag and contains nearly 88000 words which is collected from m Madan Puraskar Pustakalaya. The design of this Nepali POS Tag-set is inspired by the PENN Treebank POS Tag-set. The data set is divided into three sections i.e. training, development and testing. The accuracy obtained for simple RNN, LSTM, GRU and Bidirectional LSTM are 96.84%, 96.48%, 96.86% and 97.27% respectively. Therefore, Bi-directional LSTM outperformed all other three variants of RNN

**Greeshma Prabha, Jyothsna P V, Shahina kk, Premjith B, Soman K P (2018):**

This paper proposed a deep learning based POS tagger for Nepali text which is built using Recurrent Neural Network (RNN), Long Short Term Memory Networks (LSTM), Gated Recurrent Unit (GRU) and their bidirectional variants. It uses POS Tagged Nepali Corpus generated by translating 4325 English sentences from the PENN Treebank corpus tagged with 43 POS tags. The results demonstrate that the proposed model outperforms existing state-of-the-art POS taggers with an accuracy rate exceeding 99%. This research contributes to the field by showcasing the effectiveness of deep learning techniques in improving POS tagging for Nepali text.

**Ashish Pradhan, Archit Yajnik (2021):**

This article presents a comprehensive study and comparing two techniques, HMM and GRNN, for POS Tagging in Nepali text. The POS taggers aim to address the issue of ambiguity in Nepali text. Evaluation of the taggers is performed using corpora from TDIL (Technology Development for Indian Languages) which contains a total of 424716 tagged words with 39 tags, tags follow the guidelines of ILCI (Indian Languages Corpora Initiative), BSI (Bureau of Indian Standard), with implementation carried out using Python and Java programming languages, along with the NLTK Toolkit library. The achieved accuracy rates are as follows: 100% for known words (without ambiguity), 58.29% for ambiguous words (HMM), 60.45% for ambiguous words (GRNN), and 85.36% for non-ambiguous unknown words (GRNN). Although the GRNN tagger achieves the accuracy as high as the HMM Tagger, it fails or becomes unstable when the training data set is greater than 7000 words, while the HMM Tagger is trained with more than 400000 words with corresponding tags. A total of 4000 words are used for testing on both HMM and GRNN taggers.

**Archit Yajnik (2018):**

This article focuses on POS tagging for Nepali text using the GRNN. Because GRNN is less expensive as compared to standard algorithms viz. Back propagation, Radial basis function, support vector machine etc. And also neural network is usually much faster to train than the traditional multilayer perceptron network. The corpus has total 7873 Nepali words with 41 tags. Out of which 5373 samples are used for training and the remaining 2500 samples for testing. The results show that 96.13% of words are correctly tagged on the training set, while 74.38% are accurately tagged on the testing set using GRNN. To compare the performance, the traditional Viterbi algorithm based on HMM is also evaluated. The Viterbi algorithm achieves classification accuracies of 97.2% and 40% on the training and testing datasets, respectively. The study concludes that the GRNN-based POS tagger demonstrates more consistency compared to the traditional Viterbi decoding technique. The GRNN approach yields a higher accuracy on the testing dataset, suggesting its potential for improved POS tagging in Nepali text compared to the Viterbi algorithm.

**Archit Yajnik (2018):**

The article that introduces POS tagging for Nepali text using three Artificial Neural Network (ANN) techniques. A novel algorithm is proposed, extracting features from the marginal probability of the Hidden Markov Model. These features are used as input vectors for Radial Basis Function (RBF) network, General Regression Neural Networks (GRNN), and Feed forward neural network. The training database contains 42100 words whereas the testing set consists of 6000 words with 41 tags. The GRNN-based POS tagging technique outperforms the others, achieving 100% accuracy for training and 98.32% accuracy for testing. This research contributes to Nepali POS tagging by presenting a novel algorithm and highlighting the effectiveness of the GRNN approach.

**Archit Yajnik (2017):**

This article focuses on POS tagging for Nepali text using the HMM and Viterbi algorithm. The study reveals that the Viterbi algorithm outperforms HMM in terms of computational efficiency and accuracy. Database is generated from NELRALEC Tagset with 41 tags. A report on Nepali Computational Grammar is made available by Prajwal Rupakheti et al. Database contains 45000 Nepali words with corresponding Tag, out of which 15005 samples are randomly collected for testing purpose. The Viterbi algorithm achieves an accuracy rate of 95.43%. The article also provides a detailed discussion of error analysis, specifically examining the instances where mismatches occurred during the POS tagging process.

**Abhijit Paul, Bipul Syam Purkayastha, Sunita Sakar (2015):**

This paper discusses HMM based POS tagging for the Nepali language. The study evaluates the HMM tagger using corpora from Technology Development for Indian Languages (TDIL) which contains around 1,50,839 tagged words and tagset consists of 42 tags including generic attributes and language specific attribute values. It has been followed the guidelines of ILCI (Indian Languages Corpora Initiative), BSI (Bureau of Indian Standard). The implementation is done using Python and the NLTK library. The HMM-based tagger achieves an accuracy of over 96% for known words but the system is not performing well for the text with unknown words yet. Overall, the paper provides insights into the effectiveness of HMM for Nepali POS tagging and highlights areas for future improvement.

**Tej Bahadur Shahi, Tank Nath Dhamala, Bikash Balami (2013):**

This paper focuses on SVM based POS tagger for Nepali language which uses the dictionary as a primary resources. This dictionary is collected from the FinalNepaliCorpus which contains only 11147 unique words. The POS tagging approaches like rule-based and HMM cannot handle many features that would generally be required for modeling a morphologically rich language like Nepali. SVM is efficient, portable, scalable and trainable. So, this paper proposes a SVM based tagger. The SVM tagger constructs feature vectors for each word in the input and classifies them into one of two classes using a One Vs Rest approach. The SVM algorithm achieves an accuracy rate of 96.48% for known words, 90.06% for unknown words and 93.27% in overall. That means SVM tagger demonstrates strong performance for known words. In comparison to rule-based and Hidden Markov Model (HMM) approaches, the SVM-based tagger exhibits a slightly higher overall accuracy.

**Chapter 3**

# **RESEARCH METHODOLOGY**

In this chapter, we present the proposed method for determining the POS tags of the provided text. The following figure provides an overview of the tagging process.

**Annotated Corpus**

(Nepali Monolingual written corpus and POS Tagged Nepali Corpus)

**Preprocessing**

(Tokenization, removing stop words and handling special characters or punctuation)

**Model Selection**

Training Phase

Testing Phase

Training Corpus

Testing Corpus

Trained Model

RNN, LSTM, BiLSTM, mBERT

**Result and its Analysis**

(measure precision, recall and f1 score for each model

And k-fold cross validation to remove overfitting and underfitting)

*Fig 3.1: Proposed methodology for POS tagging*

**3.1 Dataset Collection**

This research study will implement two corpus one is Nepali Monolingual written corpus.

It consists of two main parts: the core corpus (core sample) and the general corpus. The core sample (CS) is a compilation of Nepali written texts from 15 diverse genres, with each text containing 2000 words. These texts were published between 1990 and 1992. On the other hand, the general corpus (GC) comprises written texts gathered from various sources, including the internet, newspapers, books, publishers, and authors, opportunistically collected without a specific sampling criteria. The corpus has total 2,202,000 words. It is a morphologically annotated corpus. A parts-of-speech tagset has been produced within the project: the Nelralec Tagset.

The other is POS Tagged Nepali Corpus which is available in Center for Language Engineering (CLE) website. It contains 4325 Sentences with 100720 annotated words. The POS tagset has 43 POS tags (null included) which is influenced by the PENN Treebank tagset.

**3.2 Preprocessing Dataset**

Only good dataset can give good output. To make good dataset, we need to transform the text into something meaningful that the algorithm can use. Preprocessing includes the tokenization, removing less useful parts such as removing stop words, empty line etc, stemming or lemmatization, and handling special characters or punctuation. Text data are converted to label encoded form to represent numerically so that models can perform well.

**3.3 Model Selection**

There are several models have been widely used and achieved good performance in POS tagging tasks. Different models have their own different features and specific task. There is no single "best" model for POS tagging, as the effectiveness of a model can vary depending on factors such as the dataset, language, and specific requirements of the task. According to previous research Deep Learning algorithms based models gives better accuracy in testing dataset and can deal with ambiguous, unknown words as compare to rule based, statistical and machine learning algorithms for POS tagging. Let’s see some probable DL model for labeled dataset.

**3.3.1 RNN**

First selected model is Recurrent Neural Network (RNN). It is a type of neural network specifically designed to handle sequential data. It has feedback connections that enable it to maintain and utilize information from previous steps in the sequence. RNNs are effective in capturing dependencies over time and are commonly used in tasks such as natural language processing, speech recognition, and time series analysis. They can learn patterns and make predictions based on the context of the sequence. Overall, RNNs are powerful tools for modeling and processing sequential data.

**3.3.2 LSTM**

Second selected model is Long Short-Term Memory (LSTM) which is a type of RNN architecture. It can deal with capturing long-term dependencies in sequential data. Because LSTMs utilize a memory cell, along with input, forget, and output gates, to selectively retain or discard information based on context. This helps them overcome the vanishing gradient problem and effectively learn from sequences of varying lengths. LSTMs have been successfully applied to tasks such as natural language processing, speech recognition, machine translation, and time series analysis. They are known for their ability to capture long-term dependencies and have become popular for modeling sequential data.

**3.3.3 BiLSTM**

Third selected model is Bidirectional Long Short-Term Memory (BiLSTM) is a variant of the LSTM model that processes input sequences in both forward and backward directions. By capturing context from both past and future elements, Bi-LSTM can model long-range dependencies and excel in tasks that require complete context understanding. It is widely used in NLP tasks, enabling improved performance and accuracy in analyzing sequential data with bidirectional context.

**3.3.4 mBERT**

Multilingual Bidirectional Encoder Representations from Transformers (mBERT) is a variation of the BERT model that is trained on multiple languages simultaneously. It is designed to handle multilingual and cross-lingual NLP tasks. mBERT is trained on a large corpus of text data from different languages, allowing it to learn shared representations that capture similarities and transferable knowledge across languages. It learns deep contextual representations of words and can effectively handle tasks such as text classification, part-of-speech tagging, named entity recognition, and machine translation across multiple languages.

One of the key advantages of mBERT is that it can perform well on a wide range of languages without requiring separate models for each language. It can leverage shared representations to transfer knowledge from high-resource languages to low-resource languages, improving performance on languages with limited training data.

**3.4 POS Tagging**

After model selection training phase will start and then train the selected models RNN, LSTM, BiLSTM, and BERT by using Training dataset that is split form the original dataset. After the models are trained, they will test with the test dataset in the testing phase. The trained POS tagger will fed with the sentences as input and the corresponding POS tags as the expected outputs.

**3.4 Results and its analysis**

In this step, we will check whether the predicted tag and the expected tags are same. We will make a count on how many of the words will be correctly tagged and how many will be falsely tagged. Based on these we will calculate the accuracy of our model. The precision, recall and f1 score will also be measured for each model. To remove the issue of overfitting and underfitting, cross validation technique will be also used, where the dataset will divide in the three folds and in each iteration two of the folds will be taken as training set and the remaining one will be taken as the testing set.

These parameters are used to compare the performance of the implemented models.

**3.5 Validation Criteria**

Once a model is developed, it is very important to check the performance of the model. To measure the performance of a predictor, there are commonly used performance metrics such as confusion matrix. In classification problems, the primary source of performance measurements is confusion matrix.

**3.5.1 Confusion Matrix**

Confusion Matrix is a performance evaluation metric which provides a summary of the predictions made by a classification model, highlighting the correct and incorrect classifications across different classes. It is typically represented as a table with rows and columns corresponding to the predicted and actual classes, respectively. It helps in assessing the model's accuracy and identifying common types of errors.

Actual class

Predicted class

|  |  |  |
| --- | --- | --- |
|  | Positive | Negative |
| Positive | TP | FP |
| Negative | FN | TN |

*Fig. 3.5.1: Confusion Matrix*

**3.5.2 Accuracy**

The overall accuracy of the model, calculated as

Accuracy = (TP + TN) / (TP + TN + FP + FN).

**3.5.3 Recall**

The proportion of actual positive instances correctly identified by the model, calculated as

Recall (Sensitivity or True Positive Rate) = TP / (TP + FN).

**3.5.4 Precision**

The ability of the model to correctly identify positive instances, calculated as

Precision = TP / (TP + FP).

**3.5.5 F1 Score**

A combined metric that considers both precision and recall, calculated as

F1 Score = 2 \* (Precision \* Recall) / (Precision + Recall).

**3.5.5 K-fold Cross Validation**

K-fold cross-validation is a technique used for model evaluation and performance estimation in machine learning. It involves dividing the dataset into k equal-sized folds and iteratively training and testing the model k times. In each iteration, a different fold is used as the testing set while the remaining folds are combined as the training set. The model's performance is evaluated on each iteration, and the performance metrics are averaged to provide an overall estimate of the model's performance. K-fold cross-validation allows for better utilization of the data, reduces the risk of overfitting or underfitting, and provides insights into the model's generalization performance. Stratified k-fold cross-validation can be used to preserve the class distribution in each fold, especially for imbalanced datasets. Overall, k-fold cross-validation is a widely used technique for reliable model evaluation and selection.

**Chapter 4**

# **EXPECTED OUTCOME**

The key expectations from this research paper are listed below:

1. This paper will provide the best supervised classification model that could have a higher accuracy rate to assign the tag for Nepali text.
2. This research will improve the word sense disambiguation (WSD).
3. This research will also enhance the accuracy of unknown text
4. This research paper will beneficial for various advanced NLP tasks like speech and natural language processing applications, semantic analysis, machine translation, text-to-speech conversion, question answering, speech recognition, and information retrieval, text summarization, Named entity recognition (NER) etc.

# **APPENDIX A: GANTT CHART**

The project will be five months long and the works are divided accordingly. The planned schedule for the project are illustrated in Gantt Chart below:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Months**  **Tasks** | **May** | **Jun** | **July** | **Aug** | **Sep** |
| Identify Research Area |  |  |  |  |  |
| Literature Review |  |  |  |  |  |
| Identify necessary technologies |  |  |  |  |  |
| Design Methodology |  |  |  |  |  |
| Proposal Defense |  |  |  |  |  |
| Datasets related work |  |  |  |  |  |
| Empirical Analysis |  |  |  |  |  |
| Appraisal of research and make required changes |  |  |  |  |  |
| Mid-term Defense |  |  |  |  |  |
| Final Defense |  |  |  |  |  |
| Documentations |  |  |  |  |  |
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